/2// Al Wany, e iies,

In the cantext of |inec MSQ\JYN
\W‘jt('(’.fan Medvix s 4he ov+h sqenq|

Projection onto the Column Poce ofF K J/
st P22V (idempten) end p i symieprig

p=P"

1. 8] LetC=1I,- -1 1, be the centering operator on R

(a) [2] Show that C is positive semi-definite (PSD).

(. Wig: ATER 7o, Vel Sor C % projection Morin
W 1(_, T = T
,*'\.LC_% We cloim C Sedisfies +hat e A5 WC(})‘) (¢ 1(“) 2
\)Yn)«&mt\ C2CT ond C2=( ) (tx)'((,j) =z “C*ll 70
Mo vix A i L
y for (7= (1-H4ada)=1"- 7Cl) .T-ﬂ«_:c_ . :
And (2= CI-Haln')(1-5 1a4eT) = 1P 3l + Ly(aaD) = 12-1 .
?\’qeﬂwl\}/\b‘\ht (b) [2] Explain why the rank of C is n — 1 ~ iy h I" +hL , l
-\;m | - Iz_lln,q-"‘C
b _®Oﬁh°g°f‘0|6°mylcnenb; @ Projectom Camplement. e
(b). ; s
3 T'\l.d,n" a4 for SCR", 31 I the D(Mona\ Fw p\ro)cmon Maorvix P. et Q= i-p, Q § o “?W
12 Y eabh) Gplement st Stz (s dsstr=o Vegty | Matic bt Progects 4o S P Moers o S
c-\ihj_—s ; GNCR?) = dmes) +dincst)  [Teoq,-KLaT  (Toston )
B m‘é,-‘ = Ta -3 .l e vute Cola)@EAT) =T Ror =/, e fyxm
L T VET™ () [2] Determine the eigenvalues of C and their multiplicities. (Recall: the multiplicity of an elgenvalue
Mm% =2 Rt GG A is the number of linearly independent eigenvectors corresponding to A. % 0{' 921: ?
i - e Q’,—\ 0%
) By (6), C*=c F yr=n= Wg Concludt 11T & N
Projm’.n gt As Perk€C)=n=, gnd s laro, F"N::_m MRX hot prjeas =N
v nv) 2
_ we hove |3 mulkipcrty i n- (. angtay ond Lpenc)),
MQ!:\[;MtM 0% mo\*\'?\m-i—j i i . d lmm)eC?) =\
A=tero =7 dinCiyecer)= N=cialing)
Av L S

Ron k() 23 ((d) [21‘5110“’ that C1, =0, i.e., 1, is an eigenvector corresponding to the zero eigenvalue. |

\in +or

Cl"\ € (_,1(\" 1.017) 1,,

1
- g
iy
qr——_y
Alih
Yoy
sl
\
0 g
‘.)-
S
1 -
>4
—
=
"
—
ed
L}
—1
e

o U
EEA i 2
Bocm [HEERL o st

t L— farmgfz 61 A€
s Bt 'R‘z.\"% %"’4"{i

Oy

J:o =7 Cl,,:O-]_

=7 /L \$ ‘H'\e e(:jﬂlvt(+ay

of C Lith 0 b be Ay

e(j envalue
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SAMPLE MEAN .
SAMPLE M SANPLE Cov/

«= ML) .

AT W f‘.,i".*' z ',‘-\:t(#'& (A -%)T = ’ff:i. For

e (E] n
——E . 1 ‘o1 4oy ., / 1l T
AE:, V(8 ,(ff) C tobe the centaring operckoy . HH2 (oherts g%nb.
—— n &“" 2.1 ; P ] e I; — '
» 2v.\ 8] Let X = l f|| I|= f:«) = (_ H ) € Rmx3 be a data matrix where rows correspond to observations

and columns corrospond to variables. Assume that X is column-centered (each column has mean 0) and

column-orthogonal (X X = I3).

(a) [2] Find the sample mean vector # and the sample covariance matnx Sof X.

!

)
B e[ e oo [i tan Ein
M@f/‘h A\;-h) \ll}—m ! 4#4i/;|1/ﬁ\_‘§ é‘l ﬂ/ﬁiﬂﬁ‘?

2 fa 63 ﬁ'ﬁ %7{(1:% 4: TH #Goma &\

(b) [2] Suppose f, ;eprescnts measurements in mctcrs, f2 m centnmcters, and f3 in rmlhmeters Convert all

e 30
measurements to centimeters by defining ¥ = (lml)f; Ilz 0-1|fa ) € R'"3, What is the sample covariance

matrix of Y? ©. (wvwevtion # y =y [(aa‘f..‘ Fz, 0\\(5&) Y

rrsao o feo - )i :
M5 (_%—‘\Iélgﬂ = loxs 3x3
o oo,
fut-lotfortot f1-0| fpa-oth

[g‘ 4:'{']['”4 o.l] = ‘F‘}l,z-({a-r,.-l- 3 ’ ’

/

l"’ i'r"

NETAR f»-l-°+{u- 4617

(c) [2] Let v € R® be a vector with unit norm, i.e., [|v]| = 1. Define z = Xv. Find the sample mean of/z.

Z = KV c b3 -
. AV verR? . ivi=l 0. SAMPLE Ov oF ¥
neiler (2=Chv= [ T.-£1171 A .
C LIn-£1A008v ., \YTKX " [\7,«
= Tae dA4T % ” n
2 o O = % in’gv
(d) [2] What is the sample variance of|z? \\ L? R
— ks : (i‘x)v
r—(errbeved B
T i Z] @=2 F gr=o
i= 22 _ vi&kv e =T o =3y maren
. = 27 E ¢ cdunn
(erteved » €5 NeeN |5 O
= VJViv oW
n N nely /
.
12
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L ineovivmsforrokin TRAVS RS
ok MVN. Kty e, (AR)T= v

Por Yo NACRE) et &= A4 \’__/(A’j;/&/

bR 2w V(A b, AZAT)

3. [16) Consider the linear regression model

y=XB+e, €~Ny(0,0°I,),

where X € R™? is a fixed column-orthogonal data matrix (X TX = 1,), B € R” is a vector of regression
coefficients, and ¢ is Gaussian noise. Assume that o” is known.

(a) [2) What is the distribution of y? Write it down in terms of X, B, and a’.
E(: EOIp+e) = AB+EC) =AP -
N ! 4
ﬁl L C/OHS‘\“O\nJC In Lontext =) EC Constent ) = Cnstent. ‘j’VN,\ (7‘?,( 2
ECg)=0 phsimprcn (orstorfhronar = o
¢

T Vory) = Vov (Apter = 04 Verce) - 61n

() [2) Note that for column-orthogonal X, the regression coefficient vector is B=X Ty. Show that the
fitted values § = X B can be written as § = Py, where P is a projection matrix. Specify the space onto

which P projects. A

FH:-':Q(\ Velye = g" ﬁ/l; g g X/@ =7(()(Tj) 3 (XXT)tI) i Pj

fi’\f B, Ue W*“{Bﬂmmx v (XX xx) =>H"=P =7 |demp=t
B=Camrictry) = (3G =AY vy

3
[ Columr)OA’hosonol d

/M () [2] What is the distribution of 37 Ond PT= Q)T= )47
LinegTrpegfo rmotioo) Yar Na(4.6°10) ¢/ = x4 T= ‘>

F E(g)s PEQNmE. > Ty For[ @l MT)T*T— =7 Sytimed
E(U)=/\P(;S?)= (AXT)(%F) ovthe=X = XN

3 2 gipra oo
A,\*b/bﬁ/}hf 7‘!3 Lt g ) I”fh s;—hsl:;t: =)’

(d) [2] Show that the residuals r = y — § can be expressed as r = P,y for some projection|matrix Pj.
Specify the space onto which Py projects.

Fov Vie(§) - FCVMQ))/DT/ i o ke
A_ZAT‘ A-F hewe . < YzzF

= . _ \L

- [7(6 LPT = GYPLP7)- @PPT =6 = 64T
Ly,
% %”/‘A(%E,G‘N) rer

ok |
?jﬁ‘,fﬁ:@ Zo (bl FELIRAER (799 )
) RESIPUAL = DRSERVED - FITED = Y=Y =y qLtais, . ERAE 67
v pespm P‘(PonSc f— ﬂ%j
Y2959 2 T-pg(-p)y , G P V= (TamAK)S D P;(I.,- )
DL Poiccts anta 0% \
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© Yy r = L-xep ®

L S
BALEN

( OR TSN A L CrmpLor T

(®) [2] What is the distribution of the residuals r?
B = BECPY) = E&H)g} (: W ey (T T Of )= XP - AKRp
Vevevy = CZ-py Vorcy) CTo- )T = (1, - p)( 671 )(In—vﬂ ’("f”‘/z’g

1
i

UV (e L {1.-1)

(\/m/\v: Av::r»‘f\:”)m ‘6 (1" ‘7) \, {dempotent,
=6 L0 =£'(T,-5xT)
S Y NaC 0,6 cTnrxD)

(f) [2] Explain why the residuals r and the fitted values §j are independent. [MV/V )

Y ond Y independent ((Dv CAy, By) = AVw(‘DKT CD

0 b 2e)
wis:  (ovev§p=o \3?&\ (avert) = E{_)_(-E(n)(‘d-ew»)-_l\
e

Covcgly)= (_av( Pﬂ 3 PLj): F\/\W(j)h :P(G’I)P_L ‘

o Sl[iC I-p) =r\o =2 "5 tnd ¥ Gre
‘—-\:‘: : // Uncovveleted,
(PPL=o)- +hos Tnclepenant

g) [2] Write down the joint dnstnbutlon of ( )

Mo ()63 1 )

(h) [2) What is the conditional distribution of r|§?

A A ‘
m e (ndependent

2 Y| ANy Co, 63 T-MD)

[END OF EXAMINATION; total points = 32
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V’ m, / ER r\1 2 ©. Muttivaritde Movmal Disevi bution
/

@). MV Linesy Tronsformation

0. = Qo (x| D, MoerinGaklos. Gy Forvector ¢, AR derutie, 3, LHTH)

PRICEN)

|

[ TRéve /)

| O e ovtont A €R T ool g N D), 22AY v CAM AZAT) 6 2AB

1. [8] Consider the linear regression model

y=XB+eg

- T-
where X = ( I: ) € R™” is a fixed column-orthogonal design matrix (X' X = I,), B € R” is a vector of

“ale
unknown regression coefficients, and & ~ N, (0,0°1,) is a Gaussian noise vector. Assume that o” is fixed
and known. From Midterm 1, we know that the response vector follows a multivariate normal distribution:

o ( H ) ~ Na(XB, a’l,.).

(2) [2) Write down the log-likelihood function (y1,...,¥n;B), and explain why finding the maximum
likelihood estimate (MLE) for J is equivalent to solving the least-squares problem, i.e., minimizing
lly - XB||* with respect to 8.

MLE - §quec_ (Rt ¢ OpHMzOEDN & the seme

For model essumpiton, Yo NaCAB, 6°In) , m=Apomd 5=6°1, , dets = |6°L|=(6)"

7[(3 ) = (am) T(g)= QQ" Ca-ﬁP)T(,gi'_n)(g f@)) RO ol

; 0y ¥
Fb0)7 -3 Inex) - Yoy -4, s lux e st
/]_ . T 75 =] Moum;zf('d 9 -ﬂﬁﬂ) to moximze ()
. Sﬁm\v%—\'on()’r\gw.*.
it | Minmize lly-xpj* i OLS.

Q

(b) [2] From the previous part, we conclude that the MLE is § = X "y. What is the distribution of 3?

»

= AT-Q7 9(5[(‘4‘%(2) (G INE ()@[%231% FTC*V)rF) =2 25f= W
] M i el
(Ap) =T T b : xp) o F I
| Y- )’ a k s i [
=7 py) ¢ Py s e
! peAy
hgence i L = 7
Mé\((lzl\:“é;m VAN R EY 2 21 érf/;’lx X/; Ec§>=E(ﬁj)=r\ch)=gp=
e L_,___I ?‘,, 7(‘5 *P) —. =7? & Unbiosed estimotsy-
Vo Ch9= A Vo AT U: ) : :
/Q A \5 A o :: g*) (X1 Fov \J“E = Resuld is scaler VO:\(IB)- Vo (X‘r'ﬁ) = Kt
’ = = = 70 Ls"
P bxr Tienspase of scaley & stal —7P NNr(f,6z‘-?) £ 6.,6:
el €1 .=y MQVSC o A, Pesolt . (2“57‘-‘:
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2
mm«eas/ L ot sofitic B ttert b MULTI "

A
= bi-o o~ Neon KR = =) 27 0H=p)
ﬁ; 6 )
R ( | ¥ NG
< Bl test choriere: (P - 0) (621;)7(B -0
2 ‘ ﬁ)(() ) Pi i Condext
() [2] Suppose you would like to test the hypothesis = 7 I TI B - _?_ r& ’_)
q Ho:ﬁ=0 vS. leﬂ¢0. -
Compute the test statistic corresponding to this hypothesis and indicate what distribution this statistic
follows under the null hypothesis.
N\ =
%3P , PR ¥ i
D 1. ) 1 2 - l
FeMuttiveviste 7( = (B-0)T( eI §-0) = '\F“i,”gzq)
Tt v : >
( (ni-squove Dserbetion )
) obseved Bias
Tt Ratstic = — "
Enpvivohmental
Nose
(d) [2] Suppose the p-value you obtained is less than 0.05. What can we conclude about the components
=% B4
ase(L) 1
: P—\/o‘hf- <0\0§ =) =) /MﬂJlA DO Rejg(ﬁm Avean
\|
) , N
(Ze)ect H. ¢ M leost one Fi 0 (landeq ) Rejeet H.

Elst- ivedsopl forosis i vomge: D (g, 610, U2 ~ (s 62) Wis: Kedig) « SERDTE6RKey)

- 4 4y, .~ G
kca"}'*’b‘lz‘): a\ﬁcz‘)"'al Kcey) N AS{dmZ Y1 ond Y, ave independent

@. Cen‘ber("\j f kUHJOS-'S (S tronsleton \‘ﬂVQWQﬂ't, e )S(j) THCy-Mm), W&(W]q)ruh( /V\:D,/V‘-lga WLOGI,

ad

N' i i - 2 = L 2 = K
Ve Y - 5;—/“(, we have m,fsmecm =z 0 and Variance (s 6;,,,, 6, + 6, b_‘j m(lefenclcn(,( i g"dr‘"ﬂz,

. ¥y . ECEH ECSH
ddm-ha >6 C‘ﬂ) s, [(,(J -4 1 3 0{\([ Foy 2w ~Meon Vaviables ‘J‘ KC E J4) 3

A (gcqs)) Trs)
o o
c o =3 L3R TEEREAL Vivien
@ Expandin (m-\"h)“’/ gives Y+ ayty, + (3,31 .}.-43.53‘ + ‘51' 9 ECP"U”""M) ‘IM?*‘?‘F-
FO( we hwe b =E@Y)+ $E(43B,)
) O h
: .\k/‘ﬂ_’);‘b%‘?)é/_\ +EGYNI 4 ¢ oay.qn) T EG )= H!
S ELWART = ( k64436 +6661 +Q5,6~f+}5-. ) ) o
T ket + kbt £3(60H) T —[ERZEF AL R =0
Nz Wehn6iezcetae) L Ret e gy akey+ 6 Ry
(61 %63)* (6t6: )* (6r4¢t)=: @
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Rind

11 1 7 j2aw s dodapant purebey

‘ j\ /7 (3,9

OO LTS T 7 Bow:detaprink © s 1) 3 =7 Flottened int>
—> «'A) *? 20 Plore

2. [8] Consider the following dataset with 3 obsetvations and @s;

- 0 0 e R™2 L'7 VL_n-h!R
‘ (‘l‘ ‘l‘) R Lfétﬁs?\‘;‘\s

[2] Find the first principal component direction vy. (Hint: drawing a scatterplot may help.)

PCl Vl & ()J/;) Cor Unﬁ’_\ h\::m- \7:
% )
%

J

K prjeion k8%,
Lomaar. =615 A% ( Mo )

s S e ACHAE _%z_ J;ﬁzr’?i'a_ﬁl %%M&a«ﬁ

\\ A
(b) [2] How much variance is explained by the first principal component?

‘/&r(O\n(eExP\w\ed by Pe» Prejeton ¢ ottt Sl bR B EEATRLE
Zic =X TTVI : Voriea o4ploined by Pe |

O % w0 g o
= B o !
g 20 ¢ =) i 0+R+C¢-R)=0 =) 7)|=\/0Y(2<.>) e ?th‘"‘
“ﬂ"'l-ﬁ — '_ﬁ
) 3
At K6 0 [“—iﬁ] €Ik

)7.

Q=N

'._‘_ ." _l__
3)Z(t) Z(Otz-t :

Ve

(c) [2] Find the second principal component direction vo. How much variance is explained by the second
component?

- )

Vo st Varvizz0 2 vae L'} —(ﬁ%ﬂi&)

—

( Zay= 91040 =90 :77),_'-\/0\((21) = -',; 2(2;'6}

Ly l:g] =9 -‘-7 VivianeExplened 50 '
d
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Cb) Bl o0
’((m b)=<co by » Ftoeo, Beyrzh = Mo MMP"‘""?’” Micd

SRS (VI 11%)) ((.\ («Mn!)
he proportion of

d) [2] Draw a biplot using the first and second principal components, and indicate t

variance explained by each component
» L
PQ,\ /  OR\G|MAL Y
: gpm’vr\) ht.s no projeckizny on Rz
\ £
2
*

/,’\\ /'/ ~\ PC| Vgﬂ‘bn(ﬂ ‘ -
{:—/ PCI PVE L= Tortel Velera ?T

-
Ve, - __°_. 0

f+o

- |

€ < ORIGINAL A-AxiS

A : \
: ) € R™? using a kemel function K(a,b). We

gl
8

3. [4] Suppose we apply kernel PCA to a dataset X (
lC(:vi, .’Ej).

compute the kernel matrix K € R™" with entries K;; =
(a) [2] Is the kernel matrix K always positive semidefinite? Explain ‘wlhy or m e " ram
-l el tilogad M)

kerna( PCA @ - Vew FeotuieS poct. Cendinute |
K: GomMatrix ‘ |
] (\7 YV =3psp

Mattix A is SO & o [Ti0, Vel v hove VAV 76
Por T, let &gl o1t Ahen K §_u.)§u))f\ §>:§_T 5. kY = 1V§§_"_H5\v

(a, b) in kernel PCA is equivalent to performmg

(b) [2] Explain why using the linear kernel K(a, b)
standard PCA on the original dataset. "~
. 1 (o ERR) Vo
(gb{ ) Liew kemnipeh = stoncdPeh oo e_ﬁlfﬁi{f “;’“e‘*‘" Gyt
n
A= UI7V" e K cab) =4ab7 = aTbBM=H JENET )
(%) i
L(VW»I)[(,) o ,() Dol )(YTC ™™ Goy - (XIT)as AN, For KXY g\/D
SV D 2ERF : (ot )ewdd)
AT, S A XN Gool: (FH)w = Hw : SE
T
D: RARRLY 61, )
1 b 065 disgel MK §Nng(¢ (oveviona Moy i /
u- &tﬁ-ﬁek FW )Q upyT "‘j SV, XY = \VPUT)(UDV‘) RVESVAY '7 C/Iml s Some
WUt bs  Kx=ty" i+
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(UEE) = |6 sty

sample variance:
ﬁﬁjg'{?— o QE= ";z =1, 85,4,=0.
Vor(() =l g -4mTe

X=(!:.!:z)ek""f Y=(l:1)ElR"x1, O"’Q\,f,)ﬂ)

4. [6] Consider two centered feature columns fy € R" and f; € R™ that nr((ncnr@d and have unit
U

We observe two datasets:

4 Fe
(a) [2] Write down the sample covariance matriceg Sx; Sy, and Sxy required for canonical correlation

analysis.

Nt Sy X § Slmple CogviantaModvix
Sevs Yo Y5 Qs lovavion - Myt

Cos (Vo) bveht)y <) o\ , 272
(CW({\,H V‘f'(h)) ( 0 \ ) €l
RESEF fh ik sclerbpts s

Gy = () ERM HERIEI R ISR 3/ Fre Qe

(b) [2] What is the first canonical correlation between X and Y'? (Hint: you can solve this question without
computing an % just use the structure of the data.)

( ﬁ%{‘:‘(s\-()/éemdpﬁﬁ Avs: CCA Hinds lineor ombingetion of columns K Cre
‘ WE"‘"Q‘MZQ*“‘ :ENHZ) Hhit 0v€ Mo CbWeh:tec\ With Ycie. +)

Sh Y Cotcides upth the 1t Golumn of A

T /(/\MX 6““” beteten XY We Con moke £ Covielodton = . B

1% e Uelf¥of,
LofTEX YiRfE" = Bh WPk Ve uh
vAGC AN

(¢) [2] Determine the corresponding canonical directions u; for X and v, for Y.

fece
FDV X, We 0“&1 @UM_A smet Setond .

4\
So UI:(‘é)o&m\e‘Tg R

FJY Y, we ’lecr o«/eg%\‘nj = Y| eR

o Veify Sbjed 4o Conshipints o OF ZoVi = Vi Zg\ <

Vor R)=t As 0TS, = U (L 0)0)= 0

A 3 ) (
U\ T 0 =z

\/GV ( XV\) = | AS v;‘gyv': \.\'\:\ > | gX‘(V Cl, )(O ) )
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 MOBEL PEFEwWITISN

C oMmm’AL mm
AorpMAL v'ﬁmw»u

X: /At L2 *ha/

Mo |
\% ANALYQS (>7< : LO4E Far (i)
- : Lo P4 '
M{oy) J/m ot R otk
T~ NP(O i I~ With ,\
@2 ae fnaepes denf kR bl

Q1  LOGIFLOW: Mowginal <> Tuink =¥ Conditionol

[-’ E(X) = ECL24Ye) = LE@®T
Note 9

'J-m*
\‘}/Expiamwhyfactormodel is equivalent t //Ev v, 2)
L\ = HA-p» 02
z~ N(0, I) % IM
\;éowthat PVE by j-th factor in FA via PCAis & n(x) where )\ is j-th eval u
1L/ rotation invariant? l.e. will you get the same value of PVH

S.s PVE = 5 ,
PR

z|z ~ N(Lz, W)

rotation invariant?
4. FA Solution is not guaranteed to exist. Consider:

09 0

1 R -7 I
=109 04 | $for8z = | z,
0.7 04 z3

1
1

Vo) = Vov(L2de) = LVov Q@)L +Voye) = LLTHT

—mJ] = () = E (L

L@M“(U(

] &
/ ((/A;() (IE»‘:*Z;U),

Ve
We hoe [z A/ ( Exlv), Vor (4]2)

|
>(|£)}-['*5 ZtLZ;Q_(?—ﬂL)- \AY( l)_Zxx.ﬁZ*zl‘ZZ:(
g(z.’) E(z2)

IE(?:?') E(ZTI)J
Foy 2= [%,} , 05 6y emple .

Heve, o cavtent, 2/VC0.7)
Seo Ef;_ )z0zE(2)
Voy(z.)+g’(z )=€@) =T

Zre)2 ) = E( L22THe2T )

=[E C(E¥7)+ CegE?
)) 1)1+ ECOE)

L‘,_, 5

)

(m?[

ECe)=0+0=0

L, \

LUT+y L
e Iy

. 7 Y
ifuse I CO"‘St(‘ev distviption | 2 Li- & bj 'm:"
of Hlz. / Assum prizg
ERIZ) T g4 ST n-y)
=AtL12-0) = (1.

7
Vow (x[2) - i Evid Ty e =(LU+p)-Li70r

= LQ instead? Are PVE; = ()
i
Wewanttouser = 1,ie.find L = | £a1 | € R3*! and ¥ = diag(¥1, ¥2,

5
that® = LLT 4+ .
« Showthat #1429 =
 Find value of £33

0.9, £2143; = 0.4, £1,43; = 0.7

« Show that £1; = Cor(z1, 21) and explain why there is no solutionto £ = LLT +Vv

 Find value of 9;

« Show that it's not possible for 1; = var(e;)

T
5. Finding scores via conditional distribution. Consider y = (z)

o Find joint distribution for y
o Find conditional distribution z|z
o Argue how to use formula for E(2|z) to find scores z1 ... Zn

o Why E(2|z) is a good estimate?

Note 10 #

1. Assume that P € RP*? is a permutation matrix that permutes i-th and j-th elements

inR?, i.e.

13) Such = Lt -LU=% 3

Y|EvAN we. @)
¢> W conclvde ZANO,T) =P JlraAMNCr. @)

G). A via Bk
By specvab degompesttion, (overiona Mk

Codld be rewritten as: 3 7_275.%“/: For
())", V") “*o w 'u\e Q(‘Jen\/duc ‘qg:\d %meYQ

Bﬂ selecting ¥ nomber of lesd @envectoes Sts
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